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Abstract
BG is a benchmark that rates a data store for processing interactive social networking actions such as view a member profile and extend a friend invitation to a member. It elevates the amount of stale, inconsistent, and erroneous (termed unpredictable) data produced by a data store to a first class metric, quantifying it as a part of the benchmarking phase. It summarizes the performance of a data store in one metric, Social Action Rating (SoAR). SoAR is defined as the highest throughput provided by a data store while satisfying a pre-specified service level agreement, SLA.

To rate the fastest data stores, BG scales both vertically and horizontally, generating a higher number of requests per second as a function of additional CPU cores and nodes. This is realized using a shared-nothing architecture in combination with two multi-node execution paradigms named Integrated DataBase (IDB) and Disjoint DataBase (D²B). An evaluation of these paradigms shows the following tradeoffs. While the D²B scales superlinearly as a function of nodes, it may not evaluate data stores that employ client-side caching objectively. IDB provides two alternative execution paradigms, Retain and Delegate, that might be more appropriate. However, they fail to scale as effectively as D²B. We show elements of these two paradigms can be combined to realize a hybrid framework that scales almost as effectively as D²B while exercising the capabilities of certain classes of data stores as objectively as IDB.

1 Introduction
There has been a proliferation of data stores with novel software architectures and data models for processing simple operations, reads and writes of a small amount of data from big data [19, 46, 17]. These systems range from SQL to NoSQL, cache augmented SQL [43, 39, 4, 33, 30], document stores [19], graph databases [16, 28], and others. Cattell surveyed more than twenty systems in [19], providing a qualitative discussion of the alternative designs and their merits. This survey identifies scarcity of benchmarks as a “gaping hole” to substantiate the scalability claims of data stores.

There are two classes of benchmarks: micro and macro [36, 45]. Microbenchmarks emphasize a specific functionality of a data store. For example, the Wisconsin benchmark [15] quantifies the response time of a SQL system to join two tables or look up a record. Macrobenchmarks provide
an abstraction of an application class such as social networking, e.g., [8, 5, 26]. While their specific actions can be used in isolation to model a microbenchmark, they go one step further to generate a mix of actions that resemble everyday use case of their target applications [45, 42, 36]. The focus of this study is on macrobenchmarks.

Design of macrobenchmarks is challenging because they must produce meaningful actions, scale to evaluate the fastest data stores, and evaluate data stores with diverse software architectures and design decisions. A meaningful action is one that is valid in the context of the database and does not result in integrity constraint violations. These exceptions are undesirable because they do not model the behavior of a real application that performs useful work. For illustration, we provide examples from YCSB [22] and BG [8, 6]. An action produced by YCSB is to insert a row with a primary key in a table. When scaling YCSB horizontally, if two nodes generate the same primary key for two different concurrent inserts then one will fail due to integrity constraint violation. YCSB++ [41] addresses this limitation by range partitioning the possible set of primary key values and assigning each range to a different node for request generation. When reads are generated based on these pre-splits, the execution of benchmark instances populate caches of Figure 1 with mutually exclusive data, failing to exercise the CORE component responsible for maintaining replicated cached entries consistent.

![Diagram](image.png)

**Figure 1:** Caches such as Terracotta BigMemory [48], JBoss [18] and KOSAR [30] run in the address space of an application. They employ a core that maintains replicated cached entries consistent with one another. If the benchmarking framework prevents replication of entries across BGClient, caches then the system is not evaluated objectively.

Similarly, BG strives to provide meaningful interactive social networking actions. An example
is the Thaw Friendship (TF) action between two members, say $M_i$ and $M_j$. BG generates TF($M_i$, $M_j$) only if $M_i$ and $M_j$ are friends. Once again, a challenge is how to identify members who are friends to generate the TF action and scale horizontally. Similar to YCSB++, BG constructs disjoint logical social graphs and assigns each subgraph to a different node for request generation [8, 6]. It is comparable to representing a large metropolitan as a collection of villages where members of a village are allowed to have social interactions with one another only. This approach also fails to evaluate the cache augmented architecture of Figure 1 objectively because it prevents replication of members and their friendships across the cache instances, failing to exercise the CORE responsible for managing replicated data.

The primary contribution of this study are three paradigms for generating meaningful requests using a shared-nothing architecture and their tradeoffs. These paradigms are named integrated database (IDB), disjoint database (D$^2$B), and a combination of these two extremes named Hybrid. All three partition data across the $N$ benchmarking nodes that generate actions. However, they differ in how they create the benchmark database and the actions to rate a data store. IDB constructs an integrated database and requires the $N$ nodes to use message passing to generate meaningful actions. D$^2$B constructs $N$ disjoint databases and assigns each to a different benchmarking node. Moreover, it implements global constraints across concurrent threads effectively. For example, it enforces uniqueness of members issuing concurrent requests in a scalable manner. D$^2$B was illustrated by the motivating examples using YCSB and BG that required each node to generate actions referencing its assigned logical database partition. Its design challenge is how to enable the $N$ nodes to generate a Zipfian distribution with minimal communication. D-Zipfian [9] is a technique that addresses this challenge.

Our evaluation of these two paradigms in the context of the BG benchmark shows that D$^2$B scales superlinearly as a function of nodes, producing a larger number of requests per unit of time as we increase the number of nodes. However, it is not able to evaluate cache augmented data stores such as the one in Figure 1 for those applications that replicate data across caches and exercise CORE to ensure consistency. For these applications, IDB is more appropriate. A limitation of IDB is that it does not scale horizontally. It generates the highest number of requests per unit of time with one node. With two or more nodes, its rate of request generation is one half that of a single node. One may enhance scalability of IDB using a global clock across nodes to generate log records to implement BG’s validation phase and eliminate global constraints such as requiring uniqueness of members issuing concurrent requests. This eliminates IDB’s need for message passing to generate read actions, enabling it to scale as a function of nodes because social networking workloads are dominated by read actions. (According to [17], ratio of reads to writes is 500:1 at Facebook.)

The strengths of IDB and D$^2$B can be combined into a Hybrid. The main insight is that one may construct two groups of actions and use IDB for one group and D$^2$B for the other group. For example, the actions can be categorized into read and write actions. Next, the benchmark can be configured to use IDB when generating a read action and D$^2$B when generating a write action. This enables Hybrid to replicate data across caches of Figure 1. Writes issued by different nodes may not impact the same cached data item. However, they exercise the CORE to maintain all cached replicas (by read actions) consistent with one another. Note that an inverse of this example is also feasible with IDB for writes and D$^2$B for reads with a write-heavy workload. While this prevents replication of data across caches, it causes multiple benchmark nodes to generate write requests that may reference the same data.
While the alternative paradigms are general purpose and can be applied to alternative benchmarks, we focus on their use with BG [8, 6]. This is because its target application is interactive social networking actions that motivate the use of diverse data stores including cache augmented [39], in-memory graph databases [2], and extensible record stores [37, 20, 23]. Moreover, in addition to traditional performance metrics such as response time and throughput, BG quantifies the amount of unpredictable data (stale, inconsistent, or simply erroneous data) produced by a data store [8, 7, 3, 35, 38, 44, 50]. Hence, novel designs such as IDB and Hybrid must preserve this functionality of the benchmarking framework. Finally, there are other concurrent efforts in developing a social networking benchmarks such as [5, 26] that are similar to BG and can use our proposed paradigms and their tradeoffs.

The rest of this paper is organized as follows. In Section 2, we provide an overview of BG, its multi-node infrastructure to generate interactive social networking actions, and its validation phase. Section 3 presents the IDB, D²B, and Hybrid execution paradigms. Section 4 provides a qualitative and a quantitative comparison of these paradigms. In Section 5, we present related work. Brief words of conclusion and future research directions are contained in Section 6.

2 Overview of BG

The conceptual model of BG’s social graph has evolved to be complex and supports both simple and complex social networking actions. To simplify discussion and without loss of generality, this paper focuses on the core of the conceptual model that consists of members with profiles and their friendship with other members. This simple subset consists of one entity set named Members and two relationship sets named Invite and Friend. The Members entity set pertains to those with a profile registered with the social networking site. A member may extend a friendship invitation to another member, resulting in a Pending Friendship relationship from the inviter to the invitee. When the invitee accepts the pending friendship, a friendship relationship is formed between the two members and their pending friendship is removed.

BG benchmarks a data store by generating a synthetic database consisting of $M$ members with a registered profile and $\phi$ friendships per member. Both the value of $M$ and $\phi$ are configurable by an experimentalist. BG may be configured to generate a social graph either with or without images. With images, a member profile consists of a large (12 KB) profile image and a small (2 KB) thumbnail image. Images are not relevant because our focus is on BG’s rate of request generation with alternative paradigms and their scalability characteristics.

<table>
<thead>
<tr>
<th>BG Social Actions</th>
<th>99.9%</th>
<th>99%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Read</td>
<td></td>
<td></td>
</tr>
<tr>
<td>View Profile, VP</td>
<td>33.3%</td>
<td>33%</td>
<td>30%</td>
</tr>
<tr>
<td>List Friends, LF</td>
<td>33.3%</td>
<td>33.3%</td>
<td>30%</td>
</tr>
<tr>
<td>View Friend Req, VFR</td>
<td>33.3%</td>
<td>33.3%</td>
<td>30%</td>
</tr>
<tr>
<td>Invite Friend, IF</td>
<td>0.04%</td>
<td>0.4%</td>
<td>4%</td>
</tr>
<tr>
<td>Accept Friend Req, AFR</td>
<td>0.02%</td>
<td>0.2%</td>
<td>2%</td>
</tr>
<tr>
<td>Reject Friend Req, RFR</td>
<td>0.02%</td>
<td>0.2%</td>
<td>2%</td>
</tr>
<tr>
<td>Thaw Friendship, TF</td>
<td>0.02%</td>
<td>0.2%</td>
<td>2%</td>
</tr>
</tbody>
</table>

Table 1: Three mixes of interactive social networking actions.
<table>
<thead>
<tr>
<th>Database parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M$</td>
</tr>
<tr>
<td>$\phi$</td>
</tr>
<tr>
<td>$\rho$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Workload parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon$</td>
</tr>
<tr>
<td>$\psi$</td>
</tr>
<tr>
<td>$\theta$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Service Level Agreement (SLA) parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
</tr>
<tr>
<td>$\beta$</td>
</tr>
<tr>
<td>$\tau$</td>
</tr>
<tr>
<td>$\Delta$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Environmental parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
</tr>
<tr>
<td>$T$</td>
</tr>
</tbody>
</table>

Table 2: BG’s parameters and their definitions.

BG consists of 17 actions [6]. In this study, we focus on 7 of these actions as shown in Table 1. Three are read actions: View Profile, List Friends, and View Pending Friendships. The remaining four are write actions: Accept Friend Request, Invite Friend, Reject Friend Request, Thaw Friendship. Except for View Pending Friendship, all actions are binary and have two members as input. The first is the socialite that is performing the action ($M_p$) and the second is the member that is the target of the action ($M_t$). For example Socialite $M_p$ may view the profile of $M_t$. These actions are detailed in [8, 6]. A key consideration is how to generate meaningful write requests, see Section 2.1 for details.

BG’s workload generator implements a closed simulation model with a fixed number of threads $T$. (See Table 2 for a list of BG parameters and their definitions.) Each thread emulates a sequence of socialites performing a social action shown in the first column of Table 1. While a database may consist of millions of members, at most $T$ simultaneous socialites issue requests with BG’s workload generator. The value of $T$ is a configurable parameter that the experimentalist (or a rating mechanism [10, 12]) increases in order to impose a higher load on a data store. With $T$ set to one, the experimentalist measures the average service time of the system to process a workload. With $T$ set to values higher than one, the experimentalist establishes the throughput of a data store defined as the number of actions processed per second.

BG summarizes the performance of a data store using its Social Action Rating, SoAR, metric [8]. SoAR computes the highest throughput achievable by a data store while satisfying a pre-specified service level agreement, SLA. An SLA requires $\alpha$ percentage of requests to observe a response time equal to or faster than $\beta$ with the amount of unpredictable data less than $\tau$ for some fixed duration of time $\Delta$. For example, an SLA might require 95% ($\alpha=95\%$) of actions to be performed faster than 100 msec ($\beta=0.1$ second) with no more than 0.1% ($\tau=0.1\%$) unpredictable data for 10 minutes ($\Delta=600$ seconds). An experimentalist may compare the SoAR of different systems.

---

1A member actively engaged in a social networking action.
2BG also supports the concept of a session that consists of a sequence of actions, see [8, 6] for details.
3BG also computes the socialite rating of a data store, see [8, 6] for details.
with one another by specifying a fixed SLA. The system with the highest SoAR is the superior one.

Figure 2 shows the software architecture of BG, consisting of a coordinator (BGCoord), a visualization deck, and N BGClients. BGCoord computes SoAR of a data store using a search technique [12]. The visualization deck enables an experimentalist to specify parameter settings for BGCoord, initiate rating of a data store, and monitor the rating process. Below, we focus on BGClient as it constitutes our focus.

BGClient is a configurable, extensible and modular component. We describe each in turn. An input file provided by BGCoord configures the Generator component of BGClient (see Figure 2) to produce both the data loaded into the data store (Data Generator) during the load phase and the workload issued to the data store (Action Generator) during the benchmarking phase. BGClient is extensible because one may introduce new actions besides the seven discussed in this paper. For example, in [28], we extended BG with complex analytics such as Get Shortest Distance or Compute Common Friends between two members. BGClient is modular because it consists of loosely-coupled components allowing each component to be modified with minimal impact on the rest of the system. For example, introducing new actions has no impact on the Data Generator and the Measurement components.

Table 1 shows three different workloads. Each is a different configuration file used to configure the Action Generator of BG. We use these three workloads throughout this study. A key property of these workloads is that they are symmetric in the sense that they issue the write actions in a manner to maintain the same number of friendships and pending friendships in the social graph. This is realized by satisfying the following two constraints: 1) % Invite Friend = % Reject Friend Request + % Accept Friend Request, and 2) % Thaw Friendship = % Accept Friend Request.
2.1 Meaningful Write Actions

A challenge with using multiple threads is how to ensure the write actions are meaningful. We discuss the challenge and our solution in turn. A BGClient maintains an in-memory state of the social graph to generate meaningful write actions. In essence, it is aware of the pending friendship requests and confirmed friendships between any two members and updates this information as it issues write actions. However, multiple threads may race with one another to convert actions intended to be meaningful into meaningless actions. An example may include (a) one thread $\zeta_1$ emulating Member $M_j$ rejecting a friend invitation by Member $M_i$ while (b) another thread $\zeta_2$ emulating Member $M_j$ accepting $M_i$’s friend invitation. In the context of each thread, the action is meaningful. However, depending on how the data store serializes these two concurrent threads (say $\zeta_1$ before $\zeta_2$) then one ($\zeta_2$) becomes meaningless. To prevent such undesirable race conditions, a thread that generate a write action must acquire an exclusive lock on either one or both of its referenced members prior to issuing the write action. This section provides details assuming one multithreaded BGClient. Section 3 extends this discussion to $N$ multithreaded BGClients using the alternative execution paradigms.

A thread of BGClient locks different members of the social graph per write action as follows:

- **Invite Friend (IF)** acquires exclusive locks on both its input members, the inviter (socialite $M_p$) and the invitee ($M_t$).
- **Accept Friend Request (AFR)** acquires exclusive lock on the invitee ($M_p$).
- **Reject Friend Request (RFR)** acquires exclusive lock on the invitee ($M_p$).
- **Thaw Friendship (TF)** acquires exclusive locks on both members (socialite $M_p$ and $M_t$).

Both AFR and RFR lock only their socialite member ($M_p$), the invitee. Hence, a different socialite (thread $\zeta_1$) may perform a write action on any of the target members of these actions. For example, two Accept Friend Requests such as AFR($M_2$, $M_1$) and AFR($M_1$, $M_3$) may execute simultaneously because their socialites (invitees $M_2$ and $M_1$) are different.

A BG thread releases its exclusive lock(s) on its member(s) once the data store completes the processing of its write action. While a thread is holding the write lock on a member of the social graph, another thread may not issue a write action using that same member. However, another thread may issue a read action using that same member. BG is configurable to ensure a socialite is unique across all threads at any instant in time. We do not discuss this feature of BG and refer the interested reader to [6] for details.

When a thread conflicts with another for a member, it does not wait as this would defeat the purpose of having additional threads impose a higher load. Instead, it selects another member for its write action. With a large number of threads, a thread may conflict with other threads repeatedly. It iterates through members until it finds an idle member and locks it to generate its action.

2.2 Validation and Unpredictable Data

A novel feature of BG is its ability to quantify the amount of unpredictable data produced by a data store. It is able to do so using its knowledge of the social graph, the write actions that transition the social graph from one state to another, and how its issued read and write actions overlap one another. Currently, the Validation component of the BGClient, see Figure 2, computes two metrics: percentage of unpredictable data and freshness confidence. The former is the percentage of read actions that observe a value other than what is expected based on a serial schedule of concurrent
read and write actions [8]. The latter is the probability of a read action observing an accurate value a fixed amount of time, say $t$ seconds, after an update occurs [49]. BG implements both using an offline technique, meaning, it computes them after the benchmarking phase has ended. This minimizes the amount of memory and computing resources required during the benchmarking phase. Below, we detail the offline technique by focusing on unpredictable data. We refer the reader to [6] for the details of the freshness confidence.

A BGClient computes the amount of unpredictable data as follows. (Section 3 describes extensions with the alternative multi-node execution paradigms.) During the benchmarking phase, each thread of a BGClient that invokes a read or a write action generates a log record and writes it to a read or a write log file. Each log record consists of a unique identifier, the action that produced it, the data item referenced by the action, and its start and end timestamp of the action (multiple log records can be created if multiple data items are modified see BG paper [8]). The read log record contains its observed value from the data store. The write log record contains the change to an existing value of its referenced data item. During the validation phase, for each read log record, a BGClient computes the write log records that overlap it. Given $W$ overlapping write log records, there are $(W+1)!$ possible serial schedules. Using its knowledge of the original state of the social graph and all the write actions issued prior to the read request, it computes the $W$ possible values that the read log record should have observed. If none match the value observed by the read log record then the data store has produced an unpredictable data.

With a transaction processing system that guarantees serial schedules, a correct implementation of BG action produces no unpredictable data. This holds true using snapshot isolation.

3 Multi-Node Execution Paradigms

This section details BG’s D$^2$B, IDB, and Hybrid as alternative shared nothing execution paradigms to generate requests. We present two implementations of IDB named Delegate and Retain. We report scalability of the SoAR of different paradigms when generating requests without a data store. The specified SLA requires 99% of actions to observe a response time faster than 100 milliseconds. In all experiments, the termination condition is reached because the observed throughput plateaus. The SLA is not violated because BG generates requests in a non-blocking manner and scales vertically. Lack of a data store means the reported SoAR and scalability characteristics are the empirical upper bound on BG’s request generation rate.

3.1 Disjoint Databases, D$^2$B

Given $N$ BGClients, the D$^2$B technique generates the benchmark social graph to consist of $N$ self-contained social graphs and loads these onto the target data store. When rating the data store, it assigns each of the $N$ logical social graphs to one of the BGClients. Each BGClient generates requests in parallel using its assigned social graph only. A BGClient does not reference members of a social graph assigned to a different BGClient. A good analogy of D$^2$B is to conceptualize a large metropolitan as $N$ villages where members of each village are allowed to view each other’s profile and form friendships with members of the same village only.

D$^2$B raises two design challenges that we describe in turn. First, to generate a realistic workload, BG must emulate scenarios where certain members are more active and participate either as
socialites or targets of those socialites more frequently than others. To do so, it employs the Zipfian distribution [51] and enables an experimentalist to generate different degrees of skew by manipulating the exponent ($\theta$) of the distribution. The challenge is how to generate a skewed (i.e., Zipfian) distribution of references to members independent of $N$. This is desirable because it makes results gathered with a different number of BG Clients comparable with one another. Second, BG must generate a sustained load in order to rate its target data store. The challenge is how to ensure different BG Clients generate requests proportional to their processing capability such that all $N$ BG Clients start and finish at approximately the same time.

Both design decisions are addressed using a decentralized implementation of Zipfian named D-Zipfian [9]. Intuitively, D-Zipfian assigns a total probability of $\frac{1}{N}$ to each of the $N$ BG Clients and requires each generator to reference data items with a scaled probability. In the case of heterogeneous generators, the total probability of each generator is proportional to its processing capability. Empirical measurements of the chi-square statistic show the effectiveness of D-Zipfian in addressing both challenges, see [9] for details. Generation of member ids using a Zipfian distribution is CPU intensive and time consuming and impacts BG’s scalability characteristics. Its current implementation maintains an array of $M$ elements for a social graph with $M$ members. The elements of the array contain sorted values conditioned using the exponent ($\theta$) of the Zipfian distribution. A binary search of these values using a randomly generated value produces member ids in a skewed manner. This process is highly parallelizable, scaling both vertically as a function of the number of cores and horizontally as a function of the number of nodes.

With one Google Compute node consisting of four cores, a single node BG Client generates a maximum of 276,000 and 266,000 requests per second with 1 million and 10 million member social graphs, respectively. These numbers are comparable even though one social graph is ten times larger than the other. This gap widens with an increased number of BG Clients such that the maximum request generation rate with 24 nodes is 9.5 and 7.5 million requests per second with 1 million and 10 million members, respectively. (Recall there is no data store in these experiments with BG generating requests as fast as possible utilizing the four CPU cores of each node fully.) This is reflected in the horizontal scalability of $D^2B$ as shown in Figure 3. This graph shows $D^2B$.scalable.
scales superlinearly with both the 1 and 10 million social graphs because the social graph assigned
to each BGClient becomes proportionally smaller with additional nodes, expediting request gen-
eration using the Zipfian distribution. The scalability with the 1 million member social graph is
superior because there are fewer members, i.e., size of the array for the binary search is smaller.

The reported numbers are an upper bound on the request generation capability of BG because
there is no data store and no network traffic (except for the initial coordination by BGCoord that is
not reflected in the reported numbers). Hence, the processor speed dictates the rate of request gen-
eration. In order to increase BG’s rate of request generation, one must either use processors with a
higher processing capability or change the binary search with a more efficient search technique. A
tree search technique with branching factor \( t \) changes the complexity of search from \( O(\log_2 M) \) to
\( O(\log_t M) \).

The key advantage of \( D^2B \) is that \( N \) BGClients are coordinated (a) once at the beginning of
the benchmarking phase with one round of message passing and (b) a second time at the end of
the benchmark phase with another round of message passing. During the benchmarking phase,
BGClients generate requests in parallel and independent of one another. Once they are done, each
BGClient performs its validation phase independent of the other BG Clients as its read actions do
not conflict with the write actions of the other BG Clients (because their assigned social graphs
are mutually exclusive). This enables BG to scale horizontally to provide a proportionally higher
throughput as a function of \( N \).

To generate meaningful actions, each BGClient uses shared memory among threads to imple-
ment the non-blocking lock-based protocol of Section 2.1. It is trivial to use the same locking
mechanism to ensure uniqueness of concurrent socialites (member ids) issuing requests. This
models those applications where a user logins at most once to issue a social networking action.

The main limitation of \( D^2B \) is that it may not be suitable to evaluate those data store archi-
tectures that deploy a cache in their client component. See discussions of KOSAR, Figure 1, in
Sections 1 and 4.1.

3.2 Delegate and Retain: IDB Techniques

We present two variants of Integrated DataBases (IDB) named Delegate and Retain. Given \( N \)
BGClients, both variants assign each member to a node, requiring that node to serve as the owner
of that member. This is implemented using a hash function applied to member id. When issuing
an action, a BGClient (\( BGC_r \)) may reference a member owned by another BGClient (\( BGC_o \)). To
implement the non-blocking lock-based protocol of Section 2.1 to ensure the action is meaningful,
\( BGC_r \) exchanges messages with \( BGC_o \). Retain and Delegate differ in that Retain requires \( BGC_r \)
to issue the action while Delegate requires \( BGC_o \) to issue the action.

In their simplest form, Retain and Delegate generate a round-trip message for every action that
involves two nodes. With the read actions, the messages enable the owner (\( BGC_o \)) to generate
log records that facilitate the validation phase of BG to compute the amount of unpredictable data
produced by a data store\(^5\). With the write actions, the messages enable the owner (\( BGC_o \)) to
implement the protocol of Section 2.1 to generate meaningful actions.

Delegate generates fewer round-trip messages between BG Clients when compared with Retain.
With Retain, a BGClient thread obtains the exclusive lock on remote members referenced by its
\(^5\)One may eliminate these messages assuming a global clock, see Section 4.2.
write action via message passing, issues the action to the data store, waits for the data store to process its action, and releases the exclusive lock on the remote members via message passing. With Delegate, the same thread requires the BGClient that owns the referenced member to issue the write action.

In our experiments, Delegate generates approximately 40% fewer messages per second when compared with Retain. However, Delegate may open significantly higher number of connections to the underlying data store than Retain. When the network bandwidth is not the bottleneck resource, Delegate produces a slightly (< 10%) higher rate of requests than Retain.

The overhead of passing messages between BGClients is significant. It prevents both Retain and Delegate from providing a higher SoAR beyond one node. Figure 4 shows horizontal scalability of BG’s SoAR as a function of the number of nodes with a 1 million member social graph. The observed SoAR is highest with one node at 163,000 actions per second. It drops dramatically to 48,000 actions per second with 3 nodes. Beyond 3 nodes, the scalability of SoAR improves relative to 3 nodes. However, even with 24 nodes, SoAR is one half that with one node.

Read actions are a significant portion (≥90%) of the workload, see Table 1. One way to enhance the scalability of Retain and Delegate is to eliminate messages required to generate these actions. This requires global clocks across nodes [23] for generation of log records and dropping the requirement that concurrent socialites are unique. We consider this variant when comparing IDB with D^2B in Section 4.2.

### 3.2.1 Local versus Global Member ID Generation

When a $BGC_1$ references a remote member (say $M_j$) belonging to $BGC_2$, another concurrent thread may have obtained an exclusive lock on $M_j$. BG’s software architecture is nonblocking\(^6\) and $BGC_2$ must select a different member, say $M_i$, to generate an action. BG is configurable to require $BGC_2$ to generate $M_i$ using its assigned members (termed $Local$) or using the Zipfian distribution that considers the entire social graph (termed $Global$). Global may select a member $M_i$

---

\(^6\)In order to impose a sustained load on the data store.
that belongs to a different BGClient, resulting in additional messages. However, it approximates the experimentalist specified Zipfian distribution more accurately.

Figure 5 shows a chi-squared analysis of the distribution of member ids generated by Local and Global as a function of the number of BGClients. This was computed using a small social graph ($M=10K$) by issuing 1 million requests. The resulting distribution was compared with the analytical Zipfian (the mathematical distribution generated by $p_i(M, \theta) = \frac{1}{\sum_{m=1}^{M} \left(\frac{1}{m^{1-\theta}}\right)^i}$) to compute its chi-squared. A lower chi-squared value means the resulting distribution is closer to the true distribution. As a comparison, we include the chi-squared analysis with an implementation that does not resolve conflicts. This is the lower bound on the reported deviation from the analytical Zipfian. Figure 5 shows Global is not sensitive to the number of nodes and approximates the lower bound. The chi-squared of local deviates from the lower bound as a function of the number of nodes. This deviation becomes smaller with larger social graphs, e.g., Global and Local are almost identical with $M=1$ million.

![Figure 5: A chi-squared analysis of the distribution of member ids generated using Local and Global policies.](image)

### 3.3 Hybrid

Hybrid combines IDB with D²B by constructing two groups of actions and using each technique with a different group. It is based on the insight that the D-Zipfian (used with D²B) can be used in combination with the regular Zipfian (used with IDB) to generate a request pattern that is the required Zipfian. It constructs the database using D²B. When benchmarking a data store, it first generates an action. If the action belongs to D²B then it employs D-Zipfian to generate member ids. Otherwise, it uses Zipfian.

To illustrate, in order to benchmark the architecture of Figure 1, one may construct two different groups consisting of read and write actions. The read actions may be assigned to IDB, resulting in replication of data across the caches. The write requests may be assigned to D²B producing write actions in a scalable manner while exercising the CORE component responsible for maintaining the different replicas consistent with one another.

---

7It cannot hash partition members across nodes because the read and write logs for a member may be generated by two different BGClients, requiring the shipment of the log records amongst BGClients to perform validation.
We performed a chi-squared analysis of the distribution of member ids generated by Hybrid (Zipfian for read actions and D-Zipfian for write actions) and one Zipfian distribution for all actions. Both distributions were computed using a small social graph ($M=10K$) by issuing 100 million requests. With the D-Zipfian distribution, we emulated three BGClients issuing requests proportionally. The chi-squared analysis compares each distribution with the the analytical Zipfian. These results show combining Zipfian with D-Zipfian produces a distribution comparable to using one Zipfian distribution.

4 A Comparison of D\textsuperscript{2}B with IDB

IDB is similar to D\textsuperscript{2}B in that they require each BGClient to be responsible for a fragment of the social graph. It is different than D\textsuperscript{2}B in several ways. First, it does not require the social graph to be loaded based on the value of $N$, i.e., the number of BGClients. Second, a BGClient may generate actions that reference members belonging to other BGClients. However, the overhead of message passing prevents both implementations of IDB, Delegate and Retain, from scaling as effectively as D\textsuperscript{2}B. Hybrid on the other hand combines techniques of both and is able to scale almost as effectively as D\textsuperscript{2}B, see Section 4.2 for details.

This section compares the D\textsuperscript{2}B, IDB and Hybrid paradigms both qualitatively and quantitatively. For the IDB, we only consider the Delegate approach. We do not discuss Retain because its throughput is comparable to Delegate with Delegate outperforming it slightly in all experiments.

4.1 A Qualitative Comparison

An experimentalist may use BG to compute the service time of a data store for processing different mixes of actions by configuring the benchmark to issue requests using one thread, or characterize the throughput of the system with a low, moderate, and a high system load by varying the number of threads used to generate requests. To establish the SoAR of a data store, an experimentalist must verify that the rate of request generation by BG is greater than the rate at which a data store can process requests while satisfying the specified SLA. In other words, BG cannot be the limiting factor when establishing the SoAR of a data store. Once this is verified, an experimentalist must select between the D\textsuperscript{2}B and IDB BG to evaluate a data store. The IDB BG is attractive because it is highly scalable. However, its assumption to construct $N$ social graphs disjoint from one another is not suitable for an objective evaluation of all software architectures. One such architecture is shown in Figure 1. In this architecture the client JDBC driver embodies a cache that maintains the results of the different SQL queries issued by BG [32, 18, 30, 1]. When a query is issued, the JDBC driver checks the cache to see if its result is found in the cache. If not, it issues the query to the relational database management system (RDBMS) and caches the result set for future execution of the same query. In the presence of updates to the RDBMS, the framework uses its CORE to notify all caches to invalidate their impacted query result sets. To prevent undesirable race conditions that insert stale query result sets in the individual caches, the framework may use the IQ leases [33]. With this framework, when a JDBC client observes a cache miss, it must obtain an I lease prior to querying the database. Moreover, an update must obtain a Q lease in order to invalidate a query result set. These two leases enable the framework to guarantee strong consistency while providing enhanced performance for those workloads that exhibit a high
read to write ratio.

To evaluate this cache augmented architecture, it is natural for an experimentalist to implement BGClients as shown in Figure 1, integrating the cache in each BGClient. With $D^2B$ BG, this prevents multiple BGClients from issuing the same query, enforcing a single replica of a cached query and its result set. Moreover, this copy resides in the cache (BGClient) that created it. This renders the CORE that coordinates multiple caches (BGClients) with a replica of the same query redundant.

Retain forces all BG Clients to use the same social graph, causing a frequently executed query to be cached across multiple BG Clients. This means the CORE must maintain the identity of BG Clients with a replica of a query and its result set. Moreover, every time an update invalidates the result of a query, the CORE must propagate this invalidation to all the caches (BG Clients) with a replica of the query and its result set.

Figure 6: Scalability of KOSAR with $D^2B$ and IDB.

Figure 6 shows the scalability of KOSAR when the number of BG Clients is varied from 1 to 9. In these experiments, we eliminated the RDBMS from the picture, generating the results of queries deterministically and as fast as possible. This enables us to focus on the performance of the KOSAR architecture and its scalability. In this experiment, the CORE consists of four separate nodes and the social graph consists of 1 million members. (The number of nodes in this experimental platform varied from 5 to 13 nodes: 4 for KOSAR CORE and 1 to 9 for BG Clients generating requests.) The system scales better with $D^2B$ than with Retain. This is because, with Retain, the BG Clients share one social graph and generate requests that the CORE detects as conflicting. With $D^2B$, different BG Clients do not issue requests that conflict with one another. Moreover, with $D^2B$, each invalidation impacts only one BG Client while with Retain the same invalidation may impact all BG Clients. This increased overhead as a function of additional BG Clients causes Retain to report no change in throughput as a function of the number of BG Clients. Since $D^2B$ does not incur the same overhead, it shows the same configuration to scale sublinearly.

Whether $D^2B$ or Retain is evaluating KOSAR [30] (and others similar to it such as EhCache [1] and JBoss [18]) objectively depends on the target application that is being modeled. Figure 1 shows each BGClient models an Application Server. If they reference data that is mutually exclusive by issuing a unique query and caching its result set then $D^2B$ is appropriate. Otherwise, the IDB Retain is more appropriate.
The experimental results of Figure 1 focused on the KOSAR architecture removing the RDBMS from the evaluation. With an RDBMS, when the workload renders the RDBMS to be the bottleneck and dictates the scalability of the architecture, then D²B, Delegate, and Retain would produce similar scalability results.

### 4.2 A Quantitative Comparison

The figure below shows the horizontal scalability of D²B and Delegate as a function of the number of nodes with a 1 million member social graph.

![Figure 7: Horizontal scalability of D²B and Delegate as a function of the number of nodes with a 1 million member social graph.](image)

This section characterizes both the vertical and horizontal scalability of BG’s alternative execution paradigms. Vertical scaling is the ability to produce a larger number of requests per unit of time by increasing the resources of a single node. In the context of BG, impactful resources include a node’s number of CPU cores, number of network interface cards, and the amount of memory. Horizontal scaling is the ability of BG to use multiple nodes to generate a larger number of requests per unit of time. In analyzing these two forms of scalability, we discard a data store from our consideration, establishing the empirical upper bounds on BG’s capabilities. A data store would distort the analysis, shifting the focus from the D²B, Delegate and Retain. (See [8, 6, 14, 31] for use of BG with a data store.)

With vertical scaling, the alternative execution paradigms of Section 3 do not apply because the focus is on a single BGClient (the alternative paradigms apply in the context of multiple nodes and horizontal scalability). A BGClient is constrained by memory because it maintains data structures (arrays) at run time to generate stateful requests. The size of these data structures is a linear function of the number of members, \( M \). The bandwidth of the network is important for communicating with a target data store. The messages exchanged to implement Delegate and Retain are relatively small in size (tens of bytes). The CPU is the main limiting resource. BG’s highest request generation rate is established with the same number of threads as the number of cores. This means that one thread utilizes a single core fully, i.e., 100% utilization. With additional cores, additional threads utilize these cores fully due to several design decisions. First, our implementation of the BGClient does not employ Java classes such as Vector and ArrayList that constrain vertical scalability. Second, a BGClient employs an array of semaphores to enable multiple threads to manipulate elements of the shared array data structures (i.e., a Java container object). This is realized by hashing the index of the referenced array element to the array of semaphores to identify the semaphore.
to acquire. Similar to bloom filters, there might be collisions. However, these are minimized by adjusting the size of the array of semaphores depending on the number of threads and cores. Third, a BGClient does not block a thread when it cannot obtain an exclusive lock on a member or issue a valid write action. The thread is provided with a different member or is required to produce a different action. At the end of the experiment, a BGClient reports the mix of actions generated, enabling the experimentalist to decide whether the benchmarking results are consistent with the specified input. These design decisions enable a BGClient to scale vertically as a function of CPU cores.

With multiple nodes, with a fixed number of members, the rate of request generation with $D^2B$ scales superlinearly as a function of the number of nodes, see Figure 7. This is due to the time complexity of our implementation of Zipfian becoming smaller with fewer members per BGClient, see discussions of Section 3.1 and Figure 3. Delegate and Retain do not scale horizontally. Increasing the number of nodes from 1 to 3 drops the rate of requests from 180,000 actions per second to 50,000 actions per second. Increasing the number of nodes to 24 increases this rate to 80,000 actions per second with minimal increase in the request generation rate beyond 24 nodes. This is due to Retain/Delegate’s overhead of message passing to: 1) reserve members with write actions, and 2) generate log records with read actions. The overhead of these messages prevents Delegate and Retain from generating a higher number of requests as a function of additional nodes.

One may minimize the number of messages required by Delegate and Retain by using global clocks (GPS and atomic clocks [23]). This eliminates the need for message passing to generate log records for read actions. Each BGClient generates log records for its read actions using the global clock. Once the benchmarking phase completes, each BGClient that owns a member fetches the read log records pertaining to its members from other BGClients to perform its validation phase. Figure 7 shows this approach enables Delegate and Retain to scale sublinearly as a function of the number of nodes. They are closer to $D^2B$ with a higher percentage of read actions (99.9%) because the write actions must continue to use message passing to obtain exclusive locks on their referenced members.

Hybrid paradigm is similar to IDB, except that it uses D-Zipfian distribution to eliminate messages associated with write operations. Generating members for write actions with a D-Zipfian distribution will eliminate the messages exchanged between BGClients to maintain the state of the social graph. Having two distributions: Zipfian to generate members for read operations and D-Zipfian to generate members for write operations enables Hybrid paradigm to scale linearly (using global clocks) without impacting its ability to generate read actions using one social graph.

IDB paradigm is scaling sublinearly as a result of the update actions, as seen in Figure 7. The scalability diminishes as we increase the ratio of write operations and the number of clients. Hybrid eliminates this messaging overhead by generating write actions similar to $D^2B$ which enables it to scale linearly independent of the ratio of updates. Hybrid is not able to scale super-linearly as $D^2B$ because increasing the number of clients will not minimize the overhead of the Zipfian generator as significantly as $D^2B$. The overhead of the Zipfian generator will be minimized as we increase number clients for members generated for write actions only.
Table 3: BG’s Key features and a comparison with benchmarks for simple operation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpredictable reads</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Horizontally scalable</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SLA</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Inconsistency Window</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Rating mechanism</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Visualization Tool</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

5 Related Work

Table 3 shows the key features of BG and its comparison with benchmarks for simple operations. We do not include benchmarks for complex operations/analytics that read and write either a large fraction of data or the entire data, e.g., BigBench [34], TPC-H [24], GenBase [47] to name a few.

We developed BG in 2012 and released a version of it in January 2013 as a part of our publication [8]. This was followed with three other social networking benchmarks: LinkBench [5], OLTPBench [25], and LDBC [26]. These benchmarks do not quantify the amount of unpredictable data produced by a data store. Moreover, they do not consider horizontal scalability of their architecture. The rest of this section provides an overview of these benchmarks and compares them with BG.

LinkBench [5] is a synthetic social networking benchmark based on traces from a production multi-node relational data store, MySQL. It is a (mostly) stateless parameterized workload that evaluates the persistent storage layer only, bypassing the memcached [39] and TAO [16] caching layers. In contrast, BG is a stateful benchmark that emulates the entire storage stack, including caches as illustrated in Section 4.1. BG and LinkBench reflect different design goals. BG’s stateful requests generates temporal and spatial locality which is a dominant factor when considering the entire storage stack. LinkBench, on the other hand, is focused on post-cache with no interest in locality of references.

OLTPBench [25] is an extensible benchmark to generate workloads in support of simple operations. It includes an implementation of several benchmarks. Three of these are social networking benchmarks: LinkBench [5], Twitter, and Wikipedia. We discuss the last two as we have already discussed LinkBench. The Twitter workload is based on an anonymized snapshot of the Twitter social graph from August 2009 that contains 51 million users and 2 billion follows relationships. It consists of a synthetic workload generator that is based on an approximation of Twitter’s daily use cases. The Wikipedia workload is based on the open source MediaWiki. It uses the real schema, transactions, and queries of the website. This benchmark models the most common operations in Wikipedia for article and “watchlist management. BG is different than both in that it is data store agnostic, enabling an experimentalist to design and implement a different data model for its conceptual schema and load it with an arbitrary number of members and friendships.

LDBC [26] is a synthetic social network benchmark. Similar to BG, an experimentalist may use this benchmark to generate social graphs of arbitrary size consisting of member profiles and their friendships. LDBC generates its write actions in an offline manner, producing streams of requests with dependencies on one another. These dependencies must be satisfied when issuing requests to generate meaningful actions. An implementation of this technique using shared memory and mul-
multiple threads is presented in [26], showing it scales vertically. However, the horizontal scalability of the proposed technique along with its message passing overhead is not clear. BG is different in that it employs synchronization primitives, e.g., exclusive locks on members, to generate requests in an online manner. Moreover, we consider both the vertical and horizontal scalability of request generation.

When compared with our own prior work, the Delegate and Retain are the novel contributions of this study. While D²B was described in [8], we did not report on its horizontal scalability. In [10, 12], we detail BG’s rating mechanism that computes the SoAR of a data store. This is an automated process that generates rounds of experiments that increase the number of threads $T$ and compares the observed data store performance with the experimentalist specified SLA to rate the data store. With a workload that consists of write actions, the framework must reload the data store in each round. We specify three agile data loading techniques to expedite this process. This discussion is complementary to the presented execution paradigms.

We have used BG to evaluate and compare an industrial strength relational data store with a document store named MongoDB [8, 14], a graph data store named Neo4j [29], and an Object Relational Mapping framework named Hibernate [31]. We have also used BG to characterize the scalability characteristics of MongoDB and HBase [13]. We have also used BG to evaluate alternative techniques to implement feed following [11]. All these studies employ the D²B paradigm introduced in [8]. In [27], we provided a mid-flight status update of the BG benchmark and articulated the need for alternative execution paradigms to the D²B. Delegate and Retain of this study address this need. Moreover, we present a quantitative and a qualitative comparison with the D²B design to enable an experimentalist to select between these alternatives.

6 Conclusion and Future Research

BG is a macrobenchmark to evaluate alternative novel database management systems for processing interactive social networking actions. Novel features of BG include its ability to quantify the amount of unpredictable data produced by a data store, rate a data store using the SoAR metric, and scale to rate the fastest data stores. This study focused on the shared-nothing architecture of BG, three execution paradigms to generate requests, and their tradeoffs. One of the techniques, D²B, provides superlinear scalability as a function of the number of nodes. However, it is not appropriate for evaluating architectures that employ a client side cache, e.g., KOSAR [30], EhCache [1], and JBoss [18]. With these, the Retain technique of the IDB paradigm is more appropriate. (We also presented an intuitive variant of Retain named Delegate that is not appropriate for evaluating Client side caches.) A limitation of Retain is that it does not scale due to the overhead of message passing to synchronize generation of concurrent write actions that are meaningful, e.g., a socialite invokes Accept Friend Request on a member with a pending friendship invitation to the socialite. Retain’s scalability is enhanced by assuming a global clock for generation of log records to measure the amount of stale data produced by a data store and eliminating global constraints such as the uniqueness of members emulated as socialites.

A future research direction is an in-depth analysis of more complex social networking actions such as news feed following [11].
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